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## Expected values and averages

Suppose we have a probability distribution $\mathcal{P}=\{p(i) \mid i \in I\}$, where $I$ is a finite index set, with $0 \leq p(i) \leq 1$, and $\sum_{i \in I} p(i)=1$. We think of the probabilities $p(i)$ as telling us the probability that index $i$ in the index set $I$ will occur.

Now, suppose that we have some function $X: I \rightarrow \mathbb{R}$, which gives a particular value $X(i)$ whenever index $i$ occurs. We call $X$ a random variable over the probability distribution $\mathcal{P}$. We can then calculate the expected value (or the mean) of the random variable $X$ as:

$$
<X>=\sum_{i \in I} X(i) p(i)
$$

The expected value has some nice properties.

Suppose $X$ and $Y$ are random variables over the same probability distribution $\mathcal{P}$, and $c \in \mathbb{R}$. Then we have:

$$
<X+Y>=<X>+<Y>
$$

and

$$
<c X>=c<X>
$$

(in other words, expected value is linear). These properties follow easily from the definition.

We also have the obvious property that if $X(i)=c$ for all $i$, then

$$
<X>=<c>=c
$$

This also implies that, since $<X>$ is independent of $i$, we have

$$
\ll X \gg=<X>
$$

The first moment (often denoted $\mu$ ) is the expected value of $X$ :

$$
\mu=<X>
$$

The second moment (usually called the variance, or $\sigma^{2}$ ) is:

$$
\sigma^{2}(X)=\operatorname{Var}(X)=<(X-\mu)^{2}>
$$

We can do the quick calculation:

$$
\begin{aligned}
\operatorname{Var}(X) & =\sigma^{2}(X) \\
& =<(X-\mu)^{2}> \\
& =<X^{2}-2 X \mu+\mu^{2}> \\
& =<X^{2}>-<2 X \mu>+<\mu^{2}> \\
& =<X^{2}>-2 \mu<X>+\mu^{2} \\
& =<X^{2}>-2<X>^{2}+<X>^{2} \\
& =<X^{2}>-<X>^{2}
\end{aligned}
$$

## Average number of friends

Let's do some calculations about an "acquaintanceship" network...

Let $G=(V, L)$ be an undirected graph (an "acquaintanceship" network) where $V$ is a (finite) set of vertices (or nodes), and $L$ is a set of unordered pairs of vertices from $V$ (links, or edges). We will assume there are no self-edges (i.e., if $\left(v_{i}, v_{j}\right) \in L$, then $v_{i} \neq v_{j}$ ), and no duplicate edges. For simplicity, we can assume $i<j$. Let $N=|V|$, the number of vertices, and $E=|L|$, the number of edges.

For this example, we will be interested in the degrees of the vertices. In particular, for each $v \in V$, the degree of a vertex $v$ is

$$
d_{1}(v)=\mid\left\{\left(v_{i}, v_{j}\right) \mid v=v_{i} \text { or } v=v_{j}\right\} \mid,
$$

This is the number of vertices that can be reached in 1 step from $v$, or the number of paths of length one leaving $v$.

Note that we will have

$$
\sum_{v \in V} d_{1}(v)=2 E
$$

since each edge contributes to the degrees of two vertices.

Let's calculate the average degree of vertices in the graph. Let $D_{1}$ be the random variable corresponding with the degree of a vertex $v$ chosen (uniformly) randomly (that is, the number of paths of length one leaving $v$ ).

The average degree will be:

$$
\begin{aligned}
<D_{1}> & =\sum_{v \in V} d_{1}(v) p(v) \\
& =\sum_{v \in V} d_{1}(v) \frac{1}{N} \\
& =\frac{1}{N} \sum_{v \in V} d_{1}(v) \\
& =\frac{1}{N} * 2 E \\
& =\frac{2 E}{N}
\end{aligned}
$$

Note that $p(v)=\frac{1}{N}$ is the (uniform) probability of choosing vertex $v$.
(This result is no surprise at all . . . :-)

## Friends of friends

Let's generalize this a bit. Let's look at the distribution of degrees of vertices that are one step away from a given vertex. In other words, we're looking at the distribution of how many friends your friends have. We'll do this by looking at paths of length two.

Let $D_{2}$ be the random variable expressing the number of vertices connected to a vertex by paths of length two - that is, the number of paths of length two leaving a vertex.

Let $p_{1}(i)$ be the distribution of degrees:

$$
p_{1}(i)=\frac{n_{i}}{N}
$$

where $n_{i}$ is the number of vertices of degree $i$, and $N$ is the total number of vertices.

Now we calculate $p_{2}(i)$, the probability that starting at a random vertex, there are $i$ paths of length 2 leaving that vertex. First we calculate the total number $N_{2}$ of paths of length 2. We can do this by summing over the possible degrees of the vertices in the middle of such paths, and observing that each node of degree $i$ is in the middle of $i^{2}$ paths of length 2 :

$$
\begin{aligned}
N_{2} & =\sum_{i} i^{2} n_{i} \\
& =\sum_{i} i^{2} N p_{1}(i) \\
& =N \sum_{i} i^{2} p_{1}(i) \\
& =N<D_{1}^{2}>
\end{aligned}
$$

This means that the average number of paths of length 2 starting at a uniformly randomly chosen vertex will be

$$
\begin{aligned}
<D_{2}> & =\frac{N_{2}}{N}=\frac{N<D_{1}^{2}>}{N} \\
& =<D_{1}^{2}>
\end{aligned}
$$

From this we can calculate the average number of friends a friend has (on average):

$$
\begin{aligned}
& \frac{\text { average number of friends of friends }}{\text { average number of friends }}=\frac{<D_{2}>}{<D_{1}>} \\
& \quad=\frac{<D_{1}^{2}>}{<D_{1}>}
\end{aligned}
$$

We can do some minor calculations with this:

$$
\begin{aligned}
\frac{<D_{1}^{2}>}{<D_{1}>} & =<D_{1}>+\frac{<D_{1}^{2}>}{<D_{1}>}-<D_{1}> \\
& =<D_{1}>+\frac{<D_{1}^{2}>-<D_{1}>^{2}}{<D_{1}>} \\
& =<D_{1}>+\frac{\operatorname{Var}\left(D_{1}\right)}{<D_{1}>}
\end{aligned}
$$

Note that since $\operatorname{Var}\left(D_{1}\right)=\sigma^{2}\left(D_{1}\right) \geq 0$, this means that, unless everybody has exactly the same number of friends, then

On average, your friends have more friends than you do ...

One further observation...

We have that the excess average degrees of neighbors (on average) is

$$
\frac{\operatorname{Var}\left(D_{1}\right)}{\left\langle D_{1}\right\rangle}
$$

Thus, the larger the variance, the larger the excess. So, for example, if the degree distribution is (approximately) a power law, we can expect the variance to be large ...

## Notes

I'm leaving a few notes here, potentially for future reference ...

We have that $p(i)$ is the distribution of degrees, or paths of length 1. As noted, we have: $p(i)=\frac{n_{i}}{N}$.

We also want to look at the distribution of paths of length 2. Let $p_{2}(i)$ be the probability that, starting at a random vertex, there are $i$ paths of length 2 leaving that vertex. We may be able to calculate this by first looking at the probability $q(i)$ of arriving at a degree $i$ node by following an edge. We can calculate this by calculating how many ends of edges are at vertices with degree $i$, and dividing by the total number of ends
of edges. We will have:

$$
\begin{aligned}
q(i) & =\frac{\text { number of ends at degree } i \text { vertices }}{\text { total number of ends of edges }} \\
& =\frac{i *(\text { number of degree } i \text { vertices })}{\text { total number of ends of edges }} \\
& =\frac{i *(N * p(i))}{2 E} \\
& =i * \frac{N}{2 E} * p(i) \\
& =i * \frac{1}{<D_{1}>} * p(i) \\
& =\frac{i}{<D_{1}>} p(i) .
\end{aligned}
$$

Quick check: note that $\sum q(i)=1$, as needed.

Another possible approach: let $C_{1}(v)$ be the set of neighbors of $v$, and $C_{2}(v)$ be the set of neighbors of neighbors of $v$. Then

$$
\begin{aligned}
d_{2}(v) & =\left|C_{2}(v)\right| \\
& =\sum_{w \in C_{1}(v)} d_{1}(w)
\end{aligned}
$$

We then have

$$
\begin{aligned}
<D_{2}> & =\sum_{i}\left|C_{2}\left(v_{i}\right)\right| p(i) \\
& =\sum_{i} \sum_{w \in C_{1}\left(v_{i}\right)} d_{1}(w) p(i) \\
& =\sum_{i} d_{1}\left(v_{i}\right)^{2} p(i) \\
& =<D_{1}^{2}>
\end{aligned}
$$

And some more rough notes ...

We have $p_{1}(i)=$ distribution of degrees.

Now look at edges:

Let $q_{1}(i)$ be the probability distribution of arriving at a degree $i$ node by following an edge. We will have:

$$
q_{1}(i)=\frac{i}{\sum_{j} j p_{1}(j)} p_{1}(i)=\frac{i p_{1}(i)}{<D_{1}>}
$$

note $\sum_{i} q_{1}(i)=\sum_{i} \frac{i p_{1}(i)}{\left\langle D_{1}>\right.}=1$ (as required)

Now we can look at the average number of neighbors of neighbors, per neighbor:

$$
\begin{aligned}
\frac{<D_{2}>}{<D_{1}>} & =\sum_{i} i q_{1}(i) \\
& =\sum_{i} i \frac{i p_{1}(i)}{<D_{1}>} \\
& =\sum_{i} \frac{i^{2} p_{1}(i)}{<D_{1}>} \\
& =\frac{<D_{1}^{2}>}{<D_{1}>}
\end{aligned}
$$
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